Documentation for Markov Switching Models Programs�PRIVATE ��

Michael D. Boldin (Version 1: August 1993; Revised: August 1996)



I. OVERVIEW  

These GAUSS (MS DOS, PC version) programs estimate Markov Switching Models (MSMs). The original set of programs were written to estimate models in two of my research papers:  



   Characterizing Business Cycles with a Markov Switching Models 

      Federal Reserve Bank of New York, Research Paper No. 90-37



   Using Switching Models to Study Business Cycle Asymmetries:

     Overview of Methodology and Application

     Federal Reserve Bank of New York, Research Paper No. 92-11



See the second paper for a detailed description of the models.

The latest revision has new options and capabilities that were used in the article: 



   A Check on the Robustness of Hamilton's Markov Switching Model

   Approach to the Economic Analysis of the Business Cycle

     Studies in Nonlinear Dynamics and Econometrics, 1:1(May 1996)

     SNDE is an INTERNET-based journal. For information, point your 

     Web browser to http://rutgers.edu/snde_info.html)



Examples programs and data to replicate results in these papers are included with this package of GAUSS procedures.



   Notice:  Currently, there are no fees or copying restrictions. 

   I reserve the right to change this feature at any time and no

   one is granted the right to sell any portion of the programs. 





II.  RUNNING PROGRAMS



A. Software requirement: GAUSS and a maximum likelihood or numerical optimization procedure.

This package is set up assuming the user has access and either knows or can easily learn GAUSS. I have included a version of the Davidson-Fletcher-Powell numerical optimization routine that is based on a public domain program written by Bo Honore and Ekaterini Kyriazidou.  It works well for most purposes. Aptech's OPTMUM proc and other maximum likelihood routines can be used.



B. Setting up and running the programs

Follow these general steps

 Copy all programs to work area on PC (maybe C:\GAUSS\WORK\MSM).

 Start GAUSS and change directory to work area in (1). 

 Run MSMPROCS.SET to load the MSM procedures.  [Note that this step  includes OPTDFP.SET that loads an optimization procedure.  See OPTMIZ.SET for an alternative using OPTMUM.]

 Run one of the example programs listed below.

See the file MSM-DO.TXT for more specific directions and in case I need to revise the format



C. Example programs

Older programs-- 

	MSMGNP1.PRG  Estimates a basic (no AR's) two-regime MSM for GNP 

				growth (quarterly frequency).

	MSMGNP2.PRG 	Runs some AR(4) models, including Hamilton's 

				  (Econometrica, 1989) MSM specification.

	MSMGNP3.PRG 	Estimates three-regime MSMs with the last having diagonal

				  AR(1) effects and transition matrix restrictions. 

	MSMUN1.PRG 	Estimates some interesting unemployment models. 

	MSMMD1.PRG 	Estimates simple MSMs using monthly data. 



New programs-- These estimate models in Tables 1-4 in the SNDE paper referenced above. 

	MGT1A.PRG	Must run first to load the data.

	MGT1B.PRG 	Estimates all models in Table 1.

	MGT1C.PRG  	Estimates recession probabilities for two models.

	MGT2.PRG 	Estimates models that test restrictions on Hamilton’s 

				   specification (Table 2). 

	MGT3.PRG 	Estimates alternative two-regime models (Table 3).

	MGT4.PRG 	Estimates a three-regime model (Table 4).





D. Some notes for experienced GAUSS users

The MSMPROCS.SET step with the #include statements is not needed when the proper library and autoload features are used.  However, this step insures that everything is loaded and set properly for a wide variety of GAUSS configurations. Also, you can save the complied work space after getting an example program to run (e.g. SAVEALL MSMPROCS; if your GAUSS versions allows this option). This will allow you to recall the procedures that have been loaded into memory (USE MSMPROCS), which will save steps the next time you want to estimate an MSM.



E. Using the MSM programs on a SUN system

These programs have also been transferred to a SUN system by another user with no major problems.  He makes these suggestions:

 (1)	If you are using OPTMUM or MAXLIK, load them first by following the directions that are provided with the add-on application.

 (2)	Be sure all file names references are in lower case as required by your the UNIX operating system.

 (3)	Set __prvof=0 and __output=1 before estimating a model to clean up the screen output.  Some versions of GAUSS-Unix  show unexpected characters and formatting styles. 





III. TERMINOLOGY AND MSM SPECIFICS 



A. MLE Estimation 

Based on the model's specification, the log-likelihood function is maximized by finding the best parameters that fit the data.  These are the maximum likelihood estimates (MLEs).  (Unless there are multiple peaks in the likelihood function, in which case convergence by the optimization routine may only find a local peak.  See the discussion of starting values below.) The following description of the program's notation should help if you want to understand the algorithms that compute the log-likelihood functions.  (See the "Using Switching Models ..." paper for further details.)



B.  MSM Variables and Parameters

The most important variables for each MSM are: 

	y   	Dependent variable vector    (Tx1)

  	X    	Independent variable matrix  (Txk)

  	ns   	Number of states or regimes

  	arn  	AR or serial correlation order



The estimated parameters (with one column for each regime) are:

  	Bs   	Independent variable coefficients (kxns)

  	sees 	Standard errors of equations (1xns)

  	rhos 	(optional) AR coefficients (arnxns)

  	Q     	Markov transition matrix that gives the probabilities of 

	   	either staying or switching regimes (nsxns)

  	po  	Initial probabilities (1xns)

		These are either defined by Q and solve the set of equations 

		po = po*Q or they can be estimated as free parameters.



In the basic MSM specification, there are ns regimes.  Each regime has a distinct or separate explanatory equation that takes the form:

      yt = Xt*bs(t) + zt 

The Bs (bs) matrix has a row for each independent variable in X, and the columns correspond to the j=1,2,... ns regimes.  Therefore, zs = X * Bs defines a matrix that has rows for each observation and a column for each possible regime.  With the zs matrix and the estimated sees (ss) vector and by assuming normality, the Fs = pdfn(zs./sees)./sees matrix (Txns) is defined that calculates the probability density functions for each regime at each observation.  (This assumes no AR terms.) To complete the model, the 'Markov' transition matrix defines the probability of switching between regimes:

      Q = { qij = prob(s(t)=j|s(t-1)=i) }

This is a nsxns matrix where the rows correspond to the s(t-1) regimes and the columns correspond to the s(t) regimes.



The AR case is more complicated, because lagged regime sequences must keep track of and calculate the proper serial correlation effects.  This expands the number of effective regimes to the order of ns(arn+1).  (These effective or expanded number of regimes are defined for all relevant current and lagged regime sequences for each AR term and are discussed in detail in the "Using Switching Models ..." paper.)  My programs include three different procs to calculate the log-likelihood with ARs.  One just for the AR(1) case, a second for the general AR case, and a third that uses some programming 'tricks' for AR > 2 cases.  For users of the older programs, note that I have modified some of the global variables that differentiate these cases.



IV. SETTING UP A NEW MODEL

For each new (user defined) model, y, X, ns, arn, must be defined in GAUSS memory before running the msmr(.) proc that will estimate the model. Use MSMEXAMP.PRG or one of the other programs as a template to set up these and other variables.



Some of the interesting options are:



  __ftt, __ltt, first and last observations for sample period

     if these are not set (=0) firstt=arn+1, lastt=rows(y)



  __nxsees=1, only one standard error for all equations



  __rhosx=1.1, only one set of AR coefficients (for all regimes)

     

The last two options are used to replicate Hamilton's (Econometrica, 1989) MSM for GNP growth.  Users of the earlier set of programs should note that these model options (set through global variables) are renamed from the earlier set of programs that used __nseesx=1 and __arnns=1 to estimate the same model.



  __po=1, to estimate the initial regime probability vector,

     the default case, __po=0, uses the unconditional probabilities po=po*Q



V. STARTING VALUES

Because MSMs are nonlinear models and the likelihood function is often extremely irregular in shape, it is important to try various starting values for each model. 



As a first run, you might estimate the OLS (single-regime) version and adjust the constant term to differentiate the regimes.  In the two regime case, adding and subtracting 1/2 of the OLS equations standard error usually works.  Set all other parameters to be the same in each regime. Playing with different starting values for the Q matrix parameters might be helpful at this stage, but equal values (1/ns) are often good enough.



Another option is to split the sample into different regimes that you have some priors about and use OLS methods to compute starting values for each of the regime-specific equations.  The starting values for the Q matrix can also be set to match the implied switching probabilities for the hypothesized regime sequence. 



I suggest trying all of these and other, more arbitrary starting values.  Many times the OPTMUM steps will move to areas of the likelihood function where convergence is impossible.  In some models, multiple local MLEs will be found.  Trying many different starting values to have any confidence that a reasonable and robust MSM is being estimated.





VI. ITERATION TIMES

The raw computations are in the order of k*T*n2(m+1) where n is the number of regimes, m is the AR order, and k is the number of parameters.  With GAUSS, there are efficiencies in matrix based computations such that the computation time grows at a rate less than T or n2.  In my original use of the programs for AR>1 cases, the msmoarn(.) proc sped the calculations as much as 25%.  With newer, more powerful PCs, using __oaralg=0 is suggested.  This default case selects the fastest proc, which is usually msmoar(.).  However, the __oaralg=2 option may be needed because the expanded transition matrix, esQ, for msmoar(.) can get too large to hold in memory with arn>3 and ns>3.



To give some guidance on what to expect on different types of PC's, I found the following for a simple (Xt=1) 2-regime GNP growth model of 120 observations:



OPTMUM iteration times in seconds

                   AR(0)      AR(2)      AR(4)     

                  ----------------------------

286 12 mhz 	6.6 	36.9 	174.1  	

386 20 mhz  	4.4 	22.4  	 92.0 	 

486 33 mhz	1.7  	4.7 	13.4  	

Pentium 90 mhz 	0.3	0.8	2.2	



Because 50 to 70 iterations are normally needed before convergence, models with AR terms and more than 2 regimes require at least a 486 machine, unless you run in background or overnight.





Keep in touch

I am very interested in hearing how easy or difficult the programs are to run and understand (including the output). I greatly appreciate any suggestions that would making them more user friendly.   In the near future, I hope to add other options. I have also been working with ARMA and GARCH processes, bivariate MSMs, and more general switching processes, but these options are completely debugged and in the format as the regular MSM options.



Also send any copies of working papers or preliminary results you have on using MSM's.  I am very enthusiastic about the potential for switching models, especially in modeling and understanding business cycle dynamics, and would like to keep up with research in this area.



Good luck,





Michael D.  Boldin

4 Rydal Place

Montclair, NJ  07042

(201) 509-9584

mboldin@interactive.net



P.S. See the file MSM-NEW.TXT for additional information
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