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The possibility of cycles and chaos arising from nonlinear dynamics in economics emerged in the literature in
the 1980s, and it came as a surprise.! The possibility of deterministic cycles in economic models had been
noted before, for example in the well-known multiplier-accelerator models, but not in equilibrium models
with complete markets, no frictions, and full intertemporal arbitrage.? The reason for the surprise was
understandable: deterministic fluctuations in equilibrium models involve predictable changes in relative prices
which should be ruled out by intertemporal arbitrage. In models of overlapping generations, however, finite
lives can restrict complete arbitrage over time. As a result, some people thought, and still think, that cycles
that are shorter than the agents’ postulated life-spans would not be possible in equilibrium models, and
therefore are irrelevant for business-cycle analysis. This view is clearly wrong, and of course ignores the
extensive literature on cycles and chaos in optimal growth models with infinitely lived agents. In such models
deterministic cycles in relative prices occur easily, but the amplitudes of the cycles remain within bounds of
the discount rate.® It is not difficult to show in the context of multisector growth models, say with
Cobb-Douglas production functions, that for any positive discount rate there is a large class of technologies
for which cycles occur. (See Benhabib and Rustichini [1990].) Getting chaos, however, is harder. Recent works
by Sorger (1992), by Mitra (1995), and by Nishimura and Yano (1995) give lower bounds for the discount rate,
below which chaos is ruled out for one-sector models of optimal growth. Yet even in that context, going to a
multisector framework may considerably lower the bounds on the discount rate thus far established.

A second reason for the attention that chaotic dynamics received in the economics literature regards
prediction. The common wisdom has been that economic fluctuations are driven by exogenous shocks.
Chaotic dynamics not only supplied an alternative explanation for at least some part of economic fluctuations,
but also provided an excuse for economists’ difficulties with forecasting. Sometimes, however, an important
feature of chaotic dynamics that makes forecasting difficult, namely, sensitive dependence on initial
conditions, is used in a cavalier way to explain short-run dynamics, forgetting that the effect of sensitive
dependence becomes significant only after some periods, but not in the very short run.

When it became obvious that very-standard equilibrium models could easily generate cycles and chaos, the
attention in the literature naturally turned to the empirical plausibility of such dynamics. The most interesting
approach, inspired by developments in natural sciences and mathematics, was also atheoretical, and
reminiscent of VAR methods of time series.* The idea was to try to infer whether a particular economic time
series was generated by a deterministic, low (at most four- or five-) dimensional system that was chaotic, or
whether it came from a simple (linear) stochastic system. It is not difficult to see that such inferences are hard
to make when the time-series data is short, as is the case with most economic series, with the exception of
financial data. It is not surprising, then, that many applications of this approach are in the area of finance, but
even there, where we have very high-frequency data, it is hard to pick up fluctuations that may occur at lower

!Among the many authors contributing to this early literature were, Benhabib, Boldrin, Day, Deneckere, Grandmont, and Montrucchio. See
the survey in this volume by Nishimura and Sorger (1996).

2Some earlier examples include the well-known cyclical equilibria in overlapping generations model by David Gale (1973), and some not very
robust cyclical counterexamples to the turnpike theorems by Sutherland (1970).

3For example if the discount rate is 4%, relative prices can change by up to 12% over a three-year upswing; how quantities respond would
depend on production possibilities and labor-supply elasticities.

4Among the many authors who contributed to this literature are Brock, Dechert, LeBaron, Scheinkman, and others. A good starting point is
the book by Brock, Hsieh, and LeBaron (1991).
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business-cycle frequencies. Another serious limitation of the atheoretical approach is that its conclusions must
be limited to determining whether or not the time series come from a low-dimensional (aggregative) chaotic
system. When resources in the economy are close to fully utilized, much of the fluctuations and disruptions
may occur at the micro level and between sectors. In this context the underlying system may not be “low”
dimensional, and it may also be contaminated by noise. Not surprisingly, therefore, many of the results that
emerge from this empirical approach are either inconclusive or simply reject low-dimensional chaos.

Another (and maybe more fruitful) approach would be to bring back economic theory for purposes of
empirically evaluating the plausibility of chaos and cycles. Maybe less-aggregative models of economic
dynamics could be estimated or appropriately calibrated using microeconomic data. We could then directly
check whether the estimated or calibrated parameters generate significant nonlinearities and fall within the
theoretical range that would generate cycles and chaos. Of course, the theoretical characterization of
high-dimensional systems generating chaotic dynamics is still not fully developed, and is difficult to apply. In
the meantime, we may complement theoretical methods by simulating sensibly parametrized models to obtain
some insight into their dynamics.
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